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Abstract: In generally dealing with failures has been one of the main challenges in the construction of real reliable 

applications able to work in a distributed system. Shared objects are one of the main abstractions provided to developers of 

distributed applications. all the shared objects, the register object is fundamental.  Several protocols have been proposed to 

build fault resilient registers on top of message-passing system, but unfortunately failures are not the only challenge in 

modern distributed systems and new issues arise in the presence of churn. This system addresses the construction of a multi 

writer/multi reader regular register in an eventually synchronous distributed system affected by the continuous 

arrival/departure of participants. In particular, a general protocol implementing a regular register is proposed and feasibility 

conditions associated with the arrival and departure of the processes. This system, based on a generic churn model has 

presented the implementation of a multi-writer/ multiple-reader regular register in such a model and also enhancing the 

Consensus process. Consensus to agree only on the sequence of configurations and not on the individual operations. Also, 

in Consensus algorithm, processed into the termination of consensus affects the terminations of reconfiguration, but not of 

read and writes operations. Consensus is the process of agreeing on one result among the group of participants and 

reconfiguration service is uses distributed consensus to agree on the successive configurations. 

 

Index Terms:  Regular Register, Consensus Process, Churn, Distributed Computation. 

I. INTRODUCTION 

    In this system addresses the construction of a multi 

writer/multi reader regular register in an eventually 

synchronous distributed system affected by the continuous 

arrival/departure of participants. Due to their capability to 

hide the complexity generated by the messages exchanged 

between processes, shared objects are one of the main 

abstractions provided to developers of distributed 

applications. Implementations of such objects, In modern 

distributed systems, have to take into account the fact that 

almost all services, implemented on top of distributed 

infrastructures, are no longer fully managed due to either 

their size or their maintenance cost. Dealing with failures 

has been one of the main challenges in the construction of 

real reliable applications able to work in a distributed 

system.   

In particular a general protocol implementing a regular 

register is proposed and feasibility conditions associated  

 

with the arrival and departure of the processes. It is based on 

a generic churn model has presented the implementation of a 

multi-writer/ multiple-reader regular register in such a model 

and also enhancing the Consensus process. Consensus is the 

process of agreeing on one result among the group of 

participants and reconfiguration service is uses distributed 

consensus to agree on the successive configurations. 

II.PROBLEM STATEMENT 

    A distributed system is a collection of autonomous hosts 

that are connected through a computer network.  In existing 

system due to their capability to hide the complexity 

generated by the messages exchanged between processes, 

shared objects are one of the main abstractions provided to 

developers of distributed applications. In this infrastructures 

exhibit several autonomic behaviors in order to tolerate 

failures and continuous arrival and departure of nodes. 
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Among all the shared objects, the register object is a 

fundamental one. Several protocols have been proposed to 

build fault resilient registers on top of message-passing 

system, but, unfortunately, failures are not the only 

challenge in modern distributed systems and new issues 

arise in the presence of churn. 

III. SYSTEM MODEL 

    In a dynamic system, entities may join and leave the 

system at any point in time, the system is composed of the 

processes (nodes) that have joined and have not yet left the 

system. In order to model processes continuously arriving to 

and departing from the system. Entering and leaving the 

system when a process pi enters the system it executes the 

operation join( ). A process leaves the system in an implicit 

way, when it does it leaves the system forever and does not 

longer send or receive messages, if a process wants to re-

enter the system, it has to enter it as a new process. 

IV.PROPOSED SYSTEM 

    In proposed system has been evolved into the distributed 

systems, in that distributed system getting the goals into 

Connecting resources and users Distribution transparency, 

Openness, Scalability and proposed into addresses the 

construction of a Multi writer / Multi reader regular register 

in an eventually synchronous distributed system affected by 

the continuous arrival/departure of participants. 

 

 

 

 

 

 

 

 

In particular, a general protocol implementing a regular 

register is proposed and feasibility conditions associated 

with the arrival and departure of the processes. Processes 

may join and leave the distributed computation at any time, 

so the churn model is based on the definition of two 

functions: The join function another one is the leave function 

Then it makes into distributed systems, the notion of 

processes continuously departing and joining the system 

(churn) is actually part of the system model and creates 

additional unpredictability to be mastered by distributed 

applications. 

A .Churn Model 

    It performs into the process of the distributed computation 

into the shared objects along into the various users. Also that 

user’s processes may join and leave the distributed 

computation at any time.  The churn starts process, then their 

size of the computation and computation membership 

change into various continuous arrival and departures of 

data. It is mainly performed into the churn notion becomes, 

thus, a system parameter whose aim is to make tractable 

systems having their composition evolving along the time. It 

also performs into the two processes may join and leave the 

distributed computation at any time. 

B. Register in a Dynamic Distributed System 

    A concurrent object is an object that can be accessed by 

several processes. Among the concurrent objects, a register 

is certainly one of the most basic ones. A register provides 

the processes with two operations one that allows them to 

read the value of the object, the other one that allows them to 

define the new value of the object. According to the value 

domain of the register, the set of processes that are allowed 

to read it, the ones that are allowed to write it, and the 

specification of which value is the value returned by a read 

operation, a family of types of registers can be defined. a 

safe register can be written by one writer only. Moreover, a 

read operation on such a register returns its current value if 

no write operation is concurrent with that read. A regular 

register can have any number of writers and any number of 

readers. The writes appear as if they were executed 

sequentially, this sequence complying with their real time 

order. 

C. Dynamic Distributed Of Shared Objects Process 

    In the process of dynamic distributed of shared objects in 

client server accessing manner. In these shared objects are 

one of the main abstractions provided to developers of 

distributed applications. Also it performed into the sharing 

data using into the distributed algorithm. This dynamic 

behavior means that each process cannot have a precise 
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knowledge about the number of processes composing the 

system at any given time. It also performed implementing a 

distributed computing abstraction is correct level. 

D. Regular register in a dynamic distributed system 

    A regular register can have any number of writers and any 

number of readers. The writes appear as if they were 

executed sequentially, this sequence complying with their 

real time order (i.e., if two writes1w1 and w2 are concurrent 

they can appear in any order, but if w1 terminates before w2 

starts, w1 has to appear as being executed before w2). If no 

write operation is concurrent with a read operation, that read 

operation returns the current value kept in the register. 

Otherwise, the read operation returns any value written by a 

concurrent write operation of the last value of the register 

before these concurrent writes. 

 A regular register is stronger than a safe register, as the 

value returned in presence of concurrent write operations is 

no longer arbitrary. 

Nevertheless, a regular register can exhibit what is called a 

new/ol

d 

inversi

on. The 

figure 

on the right depicts two write operations w1 and w2 and two 

read operations r1 and r2 that are concurrent (r1 is 

concurrent w1 w2 r1 r2 with w1 and w2, while r2 is 

concurrent with w2 only). According to the definition of 

register regularity, it is possible that r1 returns the value 

written by w2 while r2 returns the value written by w1. 

 A register is a shared variable accessed by a set of 

processes through two operations, namely Read ( ) and 

Write ( ) operations at every process before returning a Read 

( ) value, the process must communicate with other 

processes. Before performing a Write ( ), i.e., returning the 

corresponding ok, the process must communicate with other 

processes. 

In the process of multi reader and multi writer process, 

focuses on the multi writer/multi reader regular register 

abstraction. In here also performed into correct process 

participating in the computation invokes a read or writes 

operation and does not leave the system, it eventually returns 

from that operation. In addition either a read ( ) or a write ( ) 

operation only after it has returned from its join register ( ) 

operation. 

E. Consensus process 

     Consensus is the process of agreeing on one result among 

a group of participants. In here reconfiguration service is 

implemented by a distributed algorithm that uses distributed 

consensus to agree on the successive configurations. In 

addition enhanced Elo rating system, which is a method for 

calculating the relative skill levels of players. 

V.DISTRIBUTED COMPUTATION 

    It is to identify the subset of processes that are actively 

participating in the distributed computation. A distributed 

computation is composed, at each instant of time, by a 

subset of processes of the distributed system. A process pi, 

belonging to the distributed system, that wants to join the 

distributed computation has to execute the join Computation 

( ) operation 

 

 

 

 

 

 

 

 

Distributed algorithm is an algorithm designed to run on 

computer hardware constructed from interconnected 

processors. It handles the operations are Join register ( ), 

read ( ) operation and write ( ) operations. 

VI. A GENERAL PROTOCOL FOR SYNCHRONOUS 

DYNAMIC SYSTEMS 

    The design of this protocol is to have fast reads 

operations; a process willing to read has to do it locally. 

From an operational point of view, this means that a read is 

not allowed to use a wait ( ) statement, or to send messages 

and wait for associated responses. The principle that 
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underlies the design of the protocol is to have fast reads 

operations: a process willing to read has to do it locally. 

From an operational point of view, this means that a read is 

not allowed to use a wait ( ) statement, or to send messages 

and wait for associated responses. It is targeted for 

applications where the number of reads outperforms the 

number of writes. 

Local variables at a process pi each process pi have the 

following local variables. 

• Two variables denoted register i and sn i; register i 

contains the local copy of the regular register, while 

sni is the associated sequence number. 

• A boolean active i, initialized to false, that is 

switched to true just after pi has joined the system. 

• Two set variables, denoted replies i and reply to i, 

that are used during the period during which pi 

joins the system. 

VII. CONCLUSION 

    In this system addresses the construction of a multi 

writer/multi reader regular register in an eventually 

synchronous distributed system affected by the continuous 

arrival/departure of participants. In particular, a general 

protocol implementing a regular register is proposed and 

feasibility conditions associated with the arrival and 

departure of the processes. This system, based on a generic 

churn model has presented the implementation of a multi-

writer/ multiple-reader regular register in such a model. This 

system is based on the churn model and regular register in 

an eventually synchronous distributed system implementing 

other dynamicity models in the synchronous distributed 

System. 

REFERENCES 

[1] Attiya H. Bar-Noy A. and Dolev D. “Sharing Memory Robustly in 
Message-Passing Systems,” J. ACM, vol. 42, no. 1, pp. 129-142, (1995). 

[2] Anant Agarwal and David Chaiken” A Large-Scale Distributed-Memory 

Multiprocessor”. MIT/LCS Technical Memo 454, (1991). 
[3] Baldoni R. Bonomi S. Kermarrec A.M. and  Raynal M. “Implementing a 

Register in a Dynamic Distributed System”  (ICDCS ’09), June (2009). 

[4] Baldoni R. Bonomi S. and Raynal M. “Regular Register: An 
Implementation in a Churn Prone Environment” (SIROCCO), pp. 15-29, 

(2009). 

[5] Brighten Godfrey P. Scott Shenker and Ion Stoica  “Minimizing Churn 
in Distributed Systems” SIGCOMM’06, September 11–15, (2006), Pisa, 

Italy. 

[6] Brighten Godfrey P. Scott Shenker  and Ion Stoica “Read, Write, and 
Navigation Awareness in Realistic Multi-View Collaborations “Department 

of Computer Science University of North Carolina at Chapel Hill, NC, 
USA(2006). 

[7] Chryssis Georgiou  Nicolas C. Nicolaou Alexander C. Russell 

Alexander  Shvartsman A.  “Towards Feasible Implementations of  Low-
Latency Multi-Writer Atomic Registers” Technical Report TR-11-03 

University of Cyprus March (2011). 

[8] Godfrey B. Shenker S. and Stoica I “Minimizing Churn in Distributed 
Systems” (SIGCOMM), pp. 147-158, (2006). 

[9] HAGIT ATHYA, AMOTZ BAR-NOY “Sharing Memory Robustly in 
Message-Passing Systems” VOI   NO 1,(1995), pp 124– 142. 

[10] Kiyoshi Kurihara and David Chaiken “Latency Tolerance through 

Multithreading in Large-Scale Multiprocessors.” Proceedings International 
Symposium on Shared Memory Multiprocessing, pages 91-101, April 

(1991). 

[11] Kurkoski B.M. Siegel P.H. Wolf  J.K. “Joint message-passing 
decoding of LDPC codes and partial-response channels “Vol. 16,No. 2, 

pages 132-139. May (2002)  ACM . 

[12] Liben-Nowell D. Balakrishnan H. and Karger D.R. “Analysis of the 
Evolution of Peer-to-peer Systems”. Proc.21th ACM Symposium on 

Principles of Distributed Computing (PODC’02), ACM press, pp 233-242, 

2002. 
[13] Roberto Baldoni, Silvia Bonomi, and Michel Raynal “ Implementing a 

Regular Register in an Eventually Synchronous Distributed System Prone to 

Continuous Churn” IEEE Transactions on parallel and distributed systems, 
vol. 23, no.January(2012). 

 

BIOGRAPHY 

N.S.Sivarajan Pursuing Master of 

engineering in Computer science at Sri 

Muthukumaran Institute of Technology Anna 

University,Chennai. He has received his 

Master in Computer Applications degree 

from Noorul IslamCollege of engineering, 

Anna University,Chennai. 

 

D.Shanmugavel received a Master Degree in Computer 

Science and Engineering. He is working as Asst. Prof. in Sri 

Muthukumaran Institute of Technology Anna 

University,Chennai. 

 

Nirmal Binu P.R  received a Master Degree 

in Computer Science and Engineering from 

S.A.Engineering College, Anna 

University,Chennai. He is working as Asst. 

Prof. in P.S.N College of Engineering and 

Technology College,Tirunelveli.Anna 

University Chennai. He has received his Master in 

Computer Applications degree from Noorul IslamCollege of 

engineering, Anna University,Chennai. 
 

 


